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Linear Regression Model

Linear Regression model:
Y = Xβ + ε,

• X is a fixed design, [n× p]
• Y is a n random vector

• β is a p vector of unknown parameters

• ε are the errors, ε ∈ Rn.

Usual assumptions in the i.i.d. case:

• the errors are i.i.d. (ε ∼ N (0, σ2In))

• E(ε) = 0 and V ar(ε) = σ2In
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Least Square Estimator

β̂ = argminβ∈Rp ‖Y −Xβ‖22 = (XtX)−1XtY.

Ŷ = Xβ̂: Orthogonal Projection of Y on MX = V ect{X.,1, ..., X.,p}

• E(β̂) = β and Cov(β̂) = σ2(XtX)−1

• Residual vector: ε̂ = Y − Ŷ = Y −Xβ̂ ∈M⊥X
• σ̂2 =

‖ε̂‖22
n−p .

Distribution of the LSE:

- Gaussian Case: β̂ ∼ N (β, σ2(XtX)−1)

- Non-Gaussian Case: D(n)(β̂ − β)
L−−−−→

n→∞
N (0, σ2Q−1).
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Goals and Plan

Main Goal : Remove the independence hypothesis and find results
similar to the i.i.d. case.
Plan :

1 Hannan’s Theorem (1973) [4]: convergence of the LSE in the
stationary case under very mild conditions

2 Show that for a large class of designs, the asymptotic covariance
matrix is as simple as the i.i.d. case

3 Estimation of the covariance matrix

4 Applications with Fisher’s tests.
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Stationarity

Let (Ω,F ,P) be a probability space. (εi)i∈Z is an error process defined
on (Ω,F ,P), supposed strictly stationary, with zero mean, and ε0 ∈ L2.

Definition : Strict Stationarity

A stochastic process (εi)i∈Z is said to be strictly stationary if the joint
distributions of (εt1 , . . . , εtk) and (εt1+h, . . . , εtk+h) are the same for all
positive integers k and for all t1, . . . , tk, h ∈ Z.

Let (Fi)i∈Z be a non-decreasing filtration on (Ω,F ,P)
(Example: Fi = σ(εk, k ≤ i)).

We always suppose that F−∞ =
⋂
i∈Z
Fi is trivial, and ε0 F∞-measurable.
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Spectral density

Autocovariance function:

γ(k) = Cov(εm, εm+k) = E(εmεm+k).

Let f be the associated spectral density, λ ∈ [−π, π]:

γ(k) =

∫ π

−π
eikλf(λ)dλ,

f(λ) =
1

2π

∞∑
k=−∞

γ(k)e−ikλ.
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Hannan’s condition on the error process

Stationary case: Hannan (1973) → Central Limit Theorem for the usual

LSE β̂, under very mild conditions.

∀j ∈ Z and ∀Z ∈ L2(Ω): Pj(Z) = E(Z|Fj)− E(Z|Fj−1).

Hannan’s condition on the error process:∑
i∈Z
‖P0(εi)‖L2 < +∞.

Notice that implies:
∑
k |γ(k)| < +∞.

Examples which verify Hannan’s condition:

- Linear Processes, functions of linear processes (Dedecker, Merlevède,
Vólny (2007) [2])

- Conditions à la Gordin (DMV (2007))
- Framework of Wu (2005 [7])
- Weakly dependent sequences
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Hannan’s conditions on the design

Let X.,j be the column j of the matrix X, j ∈ {1, . . . , p}:

dj(n) = ‖X.,j‖2 =

√√√√ n∑
i=1

x2i,j ,

and let D(n) be the diagonal matrix with diagonal term dj(n).
Conditions on the design:

∀j ∈ {1, . . . , p}, lim
n→∞

dj(n) =∞,

∀j ∈ {1, . . . , p}, lim
n→∞

sup1≤i≤n |xi,j |
dj(n)

= 0,

and the following limits exist:

∀j, l ∈ {1, . . . , p}, ρj,l(k) = lim
n→∞

n−k∑
m=1

xm,jxm+k,l

dj(n)dl(n)
.
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We define the p× p matrix R(k):

R(k) = [ρj,l(k)] =

∫ π

−π
eikλFX(dλ),

where FX is the spectral measure associated with the matrix R(k).

Moreover, we suppose:
R(0) > 0.
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Theorem (Hannan [4])

Under the previous conditions:

D(n)(β̂ − β)
L−−−−→

n→∞
N (0, F−1GF−1),

and we have the convergence of second order moment:

E
(
D(n)(β̂ − β)(β̂ − β)tD(n)t

)
−−−−→
n→∞

F−1GF−1,

with F and G the matrices:

F =
1

2π

∫ π

−π
FX(dλ),

G =
1

2π

∫ π

−π
FX(dλ)⊗ f(λ).
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Regular design

Definition (Regular design)

A fixed design X is called regular if, for any j, l in {1, . . . , p}, the
coefficients ρj,l(k) do not depend on k.

Interest:

• the asymptotic covariance matrix is easy to compute and similar to
the i.i.d. case

• Not restrictive class.
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Regularly varying sequence

A large class of regular designs is the one for which the columns are
regularly varying sequences:

Definition (Regularly varying sequence [6])

A sequence S(·) is regularly varying if and only if it can be written as:

S(i) = iαL(i),

where −∞ < α <∞ and L(·) is a slowly varying sequence.

This includes the case of polynomial regression: xi,j = ij .
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Proposition

Assume that each column X.,j is regularly varying with parameter
αj > − 1

2 . Then the conditions on the design are satisfied. Moreover:

• ∀j, l ∈ {1, . . . , p}: ρj,l(k) =

√
2αj+1

√
2αl+1

αj+αl+1 , ⇒ Regular design.

• the condition R(0) > 0 is satisfied provided αj 6= αl for any distinct
j, l in {1, . . . , p}.

Other class of regular designs: ANOVA type designs.

N.B.: A design whose columns are either ANOVA or regularly varying is
again a regular design.

Emmanuel Caron Asymptotic distribution of least square estimators for linear models with dependent errors : regular designs 16 / 53



Framework
Hannan’s theorem

Regular design
Asymptotic covariance matrix for regular design

Estimation of the series of covariances
Examples of stationary processes

Tests and Simulations

Sommaire

1 Framework

2 Hannan’s theorem

3 Regular design

4 Asymptotic covariance matrix for regular design

5 Estimation of the series of covariances

6 Examples of stationary processes

7 Tests and Simulations
Bibliography

Emmanuel Caron Asymptotic distribution of least square estimators for linear models with dependent errors : regular designs 17 / 53



Framework
Hannan’s theorem

Regular design
Asymptotic covariance matrix for regular design

Estimation of the series of covariances
Examples of stationary processes

Tests and Simulations

For regular design, the asymptotic covariance matrix is very similar to the
i.i.d. case: σ2 = E(ε20) should be replaced by

∑
k γ(k).

Since the coefficients ρj,l(k) are constant:

• R(k) =
∫ π
−π e

ikλFX(dλ) = R(0) =
∫ π
−π FX(dλ),

• the spectral measure FX is equal to δ0R(0), with δ0 a Dirac mass at
0.

Thereby the matrix F and G can be computed explicitly:

F =
1

2π

∫ π

−π
FX(dλ) =

1

2π

∫ π

−π
R(0)δ0(dλ) =

1

2π
R(0),

G =
1

2π

∫ π

−π
FX(dλ)⊗ f(λ) =

1

2π

∫ π

−π
R(0)⊗ f(λ)δ0(dλ)

=
1

2π
R(0)⊗ f(0) = f(0)F.
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Thus the covariance matrix can be written as:

F−1GF−1 = f(0)F−1.

But:

f(λ) =
1

2π

∞∑
k=−∞

γ(k)e−ikλ, and f(0) =
1

2π

∞∑
k=−∞

γ(k).

Hence the covariance matrix:

f(0)F−1 =

(
1

2π

∞∑
k=−∞

γ(k)

)
F−1 =

( ∞∑
k=−∞

γ(k)

)
R(0)−1,

since F = R(0)
2π and F−1 = 2πR(0)−1.
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Corollary

Under the assumptions of Hannan’s Theorem, if moreover the design X
is regular, then:

D(n)(β̂ − β)
L−−−−→

n→∞
N

(
0,

( ∞∑
k=−∞

γ(k)

)
R(0)−1

)
,

and we have the convergence of the second order moment:

E
(
D(n)(β̂ − β)(β̂ − β)tD(n)t

)
−−−−→
n→∞

( ∞∑
k=−∞

γ(k)

)
R(0)−1.

For the i.i.d. case: D(n)(β̂ − β)
L−−−−→

n→∞
N
(
0, σ2Q−1

)
.

Thus, to obtain confidence regions and tests for β, we need an estimator
of
∑∞
k=−∞ γ(k).
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• Since f(0) = 2π
∑∞
k=−∞ γ(k), we need an estimator of the spectral

density.

• Properties of spectral density estimates have been discussed in many
classical textbooks on time series.

• Wu and Liu [5] have developed an asymptotic theory (Central Limit
Theorem, deviation inequalities, ...) for the spectral density
estimate. However they use a notion of dependence that is more
restrictive than Hannan’s.

• We propose an estimator of the spectral density under Hannan’s
dependence condition. Only the consistency of the estimator is
proved, but under very mild conditions.
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Spectral density estimate

Let us first consider a preliminary random function:

fn(λ) =
1

2π

∑
|k|≤n−1

K

(
|k|
cn

)
γ̂ke

ikλ, λ ∈ [−π, π],

with:

γ̂k =
1

n

n−|k|∑
j=1

εjεj+|k|, 0 ≤ |k| ≤ (n− 1).

K is the kernel: K(x) = 1 if |x| ≤ 1
K(x) = 2− |x| if 1 ≤ |x| ≤ 2
K(x) = 0 if |x| > 2.

cn −−−−→
n→∞

∞ and cn
n −−−−→n→∞

0.
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In our context, (εi)i∈{1,...,n} is not observed. Only the residuals are
available:

ε̂i = Yi − (xi)
tβ̂ = Yi −

p∑
j=1

xi,j β̂j ,

because only the data Y and the design X are observed. Consequently,
we consider the following estimator:

f∗n(λ) =
1

2π

∑
|k|≤n−1

K

(
|k|
cn

)
γ̂∗ke

ikλ, λ ∈ [−π, π],

where:

γ̂∗k =
1

n

n−|k|∑
j=1

ε̂j ε̂j+|k|, 0 ≤ |k| ≤ (n− 1).
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Consistence

Theorem

Let cn be a sequence of positive integers such that cn →∞ as n tends
to infinity, and:

cnE
(
|ε0|2

(
1 ∧ cn

n
|ε0|2

))
−−−−→
n→∞

0.

Then, under the assumptions of Hannan’s Theorem:

sup
λ∈[−π,π]

‖f∗n(λ)− f(λ)‖L1 −−−−→
n→∞

0.

Remark

If ε0 ∈ L2, then there exists cn →∞ such that

cnE
(
|ε0|2

(
1 ∧ cn

n |ε0|
2
))
−−−−→
n→∞

0 holds.
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Proof (ideas)

By the triangle inequality:

‖f∗n(λ)− f(λ)‖L1 ≤ ‖f∗n(λ)− fn(λ)‖L1 + ‖fn(λ)− f(λ)‖L1

Two parts:

1 supλ∈[−π,π] ‖fn(λ)− f(λ)‖L1 −−−−→
n→∞

0,

2 supλ∈[−π,π] ‖f∗n(λ)− fn(λ)‖L1 −−−−→
n→∞

0.
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1: supλ∈[−π,π] ‖fn(λ)− f(λ)‖L1

• ε̃i,m = E(εi|Fi+m)− E(εi|Fi−m),

• f̃mn (λ) = 1
2π

∑
|k|≤n−1K

(
|k|
cn

)
ˆ̃γk,me

ikλ, λ ∈ [−π, π],

• ˆ̃γk,m = 1
n

∑n−|k|
j=1 ε̃j,mε̃j+|k|,m, |k| ≤ n− 1.

By the triangle inequality:

‖fn (λ)− f (λ)‖L1 ≤ 2
∥∥∥f̃mn (λ)− fn(λ)

∥∥∥
L1

+
∥∥∥f̃mn (λ)− E(f̃mn (λ))

∥∥∥
L1

+ ‖E(fn(λ))− f(λ)‖L1 .
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2: supλ∈[−π,π] ‖f ∗n(λ)− fn(λ)‖L1

Recall:

f∗n(λ) =
1

2π

∑
|k|≤n−1

K

(
|k|
cn

)
γ̂∗ke

ikλ.

After calculations:

‖f∗n(λ)− fn(λ)‖L1 ≤
1

2π

∑
|k|≤2cn

‖γ̂∗k − γ̂k‖L1 .

Since cn
n −−−−→n→∞

0, it remains to prove that:

sup
|k|≤2cn

‖γ̂∗k − γ̂k‖L1 = O
(

1

n

)
.
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Lemma

‖γ̂∗k − γ̂k‖L1 ≤ 1

2n

p∑
l=1

p∑
l′=1

∥∥∥∥∥∥
(
βl − β̂l

)2 n−|k|∑
j=1

x2j,l

∥∥∥∥∥∥
L1

+
1

2n

p∑
l=1

p∑
l′=1

∥∥∥∥∥∥
(
βl′ − β̂l′

)2 n−|k|∑
j=1

x2j+|k|,l′

∥∥∥∥∥∥
L1

+
1

n

p∑
l=1

∥∥∥∥∥∥
n−|k|∑
j=1

εjxj+|k|,l

(
βl − β̂l

)∥∥∥∥∥∥
L1

+
1

n

p∑
l=1

∥∥∥∥∥∥
n−|k|∑
j=1

εj+|k|xj,l

(
βl − β̂l

)∥∥∥∥∥∥
L1

.
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Corollary

Corollary

Under the assumptions of Hannan’s Theorem, if the design X is regular
and if f(0) > 0, then:

R(0)
1
2√

2πf∗n(0)
D(n)(β̂ − β)

L−−−−→
n→∞

N (0, Ip), (1)

where Ip is the p× p identity matrix.
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Functions of Linear processes

• Ω = RZ, P = µ⊗Z, where µ is a probability measure on R.

• (ηi, i ∈ Z) : sequence of i.i.d. random variables with marginal
distribution µ.

• (ai)i∈Z is a sequence of real numbers in l1. Assume that
∑
i∈Z aiηi

is defined almost surely.

• ε0 ∈ L2 and is regular with respect to the σ-algebras :
Fi = σ(ηj , j ≤ i).

A large class of stationary processes satisfying Hannan’s condition is the
class of functions of real-valued linear processes:

εk = f

(∑
i∈Z

aiηk−i

)
− E

(
f

(∑
i∈Z

aiηk−i

))
.
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• Modulus of continuity of f on [−M,M ]:

ω∞,f (h,M) = sup
|t|≤h,|x|≤M,|x+t|≤M

|f(x+ t)− f(x)| .

• Let (η′i)i∈Z be an independent copy of (ηi)i∈Z, and let:

Mk = max


∣∣∣∣∣∑
i∈Z

aiη
′
i

∣∣∣∣∣ ,
∣∣∣∣∣∣akη0 +

∑
i6=k

aiη
′
i

∣∣∣∣∣∣
 .

If the following condition holds then Hannan’s condition holds (cf.
Section 5 of Dedecker, Merlevède, Volný [2]):∑

k∈Z

∥∥∥ω∞,f (|ak||η0|,Mk) ∧ ‖ε0‖∞
∥∥∥
L2
<∞.

• Application: If f is γ-Hölder on any compact set; if
ω∞,f (h,M) ≤ ChγMα for some C > 0, γ ∈]0, 1] and α ≥ 0, then
the condition above holds as soon as

∑
|ak|γ <∞ and

E(|η0|2(α+γ)) <∞.

Emmanuel Caron Asymptotic distribution of least square estimators for linear models with dependent errors : regular designs 33 / 53



Framework
Hannan’s theorem

Regular design
Asymptotic covariance matrix for regular design

Estimation of the series of covariances
Examples of stationary processes

Tests and Simulations

Example: An autoregressive process

Sommaire

1 Framework

2 Hannan’s theorem

3 Regular design

4 Asymptotic covariance matrix for regular design

5 Estimation of the series of covariances

6 Examples of stationary processes

7 Tests and Simulations
Example: An autoregressive process

BibliographyEmmanuel Caron Asymptotic distribution of least square estimators for linear models with dependent errors : regular designs 34 / 53



Framework
Hannan’s theorem

Regular design
Asymptotic covariance matrix for regular design

Estimation of the series of covariances
Examples of stationary processes

Tests and Simulations

Example: An autoregressive process

Tests

• Equation of linear regression model: Y = Xβ + ε, with (εi)i∈Z a
stationary process

• Hannan’s conditions are assumed true.

• Assume that ε0 is F∞-measurable and F−∞ is trivial.

• The design X is regular.

With these conditions, the usual Fischer tests can be corrected by
replacing the estimator of σ2 = E(ε20) by an estimator of:

∑
k γ(k).
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If the errors are i.i.d. Gaussian, the test statistic is:

F =
1

p− p0
× RSS0 −RSS

σ̂2
ε

.

• p0 is the dimension of the model under the H0-hypothesis

• RSS = ‖ε̂‖22 (for the complete model)

• RSS0 is the corresponding quantity under H0

• σ̂2
ε = RSS

n−p

Under H0:

F
L∼ Fp−p0n−p .
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• In the case where the design satisfies Hannan’s conditions, if the
random variables (εi) are i.i.d. but not Gaussian, the test statistic is
the same as above and under H0:

F
L−−−−→

n→∞

χ2(p− p0)

p− p0
.

• If the error process (εi)i∈Z is stationary, the test statistic must be
corrected:

F̃c =
1

p− p0
× RSS0 −RSS

2πf∗n(0)
,

where f∗n(λ) = 1
2π

∑
|k|≤n−1K

(
|k|
cn

)
γ̂∗ke

ikλ. Thanks the previous

results:

F̃c
L−−−−→

n→∞

χ2(p− p0)

p− p0
.
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In practice, only a finite number of γ(k) is estimated.

For the simulations, to choose this number (called an) we shall use the
graph of the empirical autocovariance of the residuals.

Hence:

Fc =
1

p− p0
× RSS0 −RSS
γ̂0 +

∑an
k=1 γ̂k

.
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Example: An autoregressive process

The process (ε1, . . . , εn) is simulated, according to the AR(1) equation:

εk+1 =
1

2
(εk + ηk+1).

• ε1 is uniformly distributed over [− 1
2 ,

1
2 ]

• (ηi)i≥2 is a sequence of i.i.d. random variables, independent of ε1,
such that P(ηi = − 1

2 ) = P(ηi = 1
2 ) = 1

2

• Fi = σ(ηk, k ≤ i), and F−∞ is trivial.

• Hannan’s conditions are satisfied and the Fisher tests can be
corrected.
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First model

First model simulated:

Yi = β0 + β1i+ 10εi, ∀i ∈ {1, ..., n}

• β0 = 3.

• H0: β1 = 0, against H1: β1 6= 0.

Under H0, the same Fisher test is carried out 2000 times. Then we look
at the estimated level of the test for different choices of n and an. (we
want an estimated level close to 5%).
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• Case β1 = 0 and an = 0 (no correction):

n 200 400 600 800 1000
Estimated level 0.2745 0.2655 0.2615 0.2845 0.2445

The estimated levels are too large. The test reject the null hypothesis too
often.
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We choose an by analyzing the graph of the empirical autocovariances.
For this example, this graph suggests an = 2 or 3.

Figure : Empirical autocovariances for the first model of Example 1, n = 600.
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• Case β1 = 0, an = 2:

n 200 400 600 800 1000
Estimated level 0.0805 0.086 0.0745 0.0675 0.077

an = 2 gives a better estimated level than an = 0.

• Case β1 = 0, an = 3:

n 200 400 600 800 1000
Estimated level 0.078 0.0725 0.074 0.059 0.0625

- an = 3 seems slightly better than an = 2

- the estimated level tends to 0.05

- If n = 5000 and an = 4, the estimated level is around 0.05.
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• Case β1 = 0.005, an = 3:

In this example, H0 is not satisfied. We perform the same tests as above
to estimate the power of the test.

n 200 400 600 800 1000
Estimated power 0.2255 0.728 0.9945 1 1

The estimated power increases with the size of the samples and as soon
as n = 800, the power is around 1 (the test always rejects the
H0-hypothesis).
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Second model

Second model considered:

Yi = β0 + β1i+ β2i
2 + 10εi, ∀i ∈ {1, ..., n}

- H0: β1 = β2 = 0 against H1: β1 6= 0 or β2 6= 0

- β0 = 3

- we use the same simulation scheme as above.

• Case β1 = β2 = 0 and an = 0 (no correction):

n 200 400 600 800 1000
Estimated level 0.402 0.378 0.385 0.393 0.376

As for the first simulation, if an = 0 the test will reject the null
hypothesis too often.
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As suggested by the graph of the estimated autocovariances, the choice
an = 4 should give a better result for the estimated level.

Figure : Empirical autocovariances for the second model of Example 1, n =
600.
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• Case β1 = β2 = 0, an = 4:

n 200 400 600 800 1000
Estimated level 0.103 0.076 0.069 0.056 0.063

- an = 4 works well. For n = 1000, the estimated level is around 0.06

- If n = 2000 and an = 4, the estimated level is around 0.05.
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• Case β1 = 0.005, β2 = 0, an = 4:

Under H1, we study the estimated power of the test:

n 200 400 600 800 1000
Estimated power 0.2145 0.634 0.9855 1 1

As expected, the estimated power increases with the size of the samples,
and it is around 1 as soon as n = 800.
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Third model

Third model considered :

Yi = β0 + β1
√
i+ β2 log(i) + 10εi, ∀i ∈ {1, ..., n}

- H0: β1 = β2 = 0 against H1: β1 6= 0 or β2 6= 0

- β0 = 3

- The conditions of the simulation are the same as above except for
the size of the samples. For this model, n must be greater than
previously to have an estimated level close to 5% with the correction.
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• Case β1 = β2 = 0 and an = 0 (no correction):

n 500 1000 2000 3000 4000 5000
Estimated level 0.4435 0.4415 0.427 0.3925 0.397 0.4075

If an = 0 the test will reject the null hypothesis too often.
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Example: An autoregressive process

As suggested by the graph of the estimated autocovariances, an = 4
should give a better result for the estimated level.

Figure : Empirical autocovariances for the third model of Example 1, n = 2000.
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• Case β1 = β2 = 0, an = 4:

n 500 1000 2000 3000 4000 5000
Estimated level 0.106 0.1 0.078 0.072 0.077 0.068

- For an = 4 and n = 5000, the estimated level is around 0.07

- If n = 10000, it is around 5%. Asymptotically, it converges to 0.05.
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Then, the estimated power of the test:

• Case β1 = 0, β2 = 0.2, an = 4:

n 500 1000 2000 3000 4000 5000
Estimated power 0.2505 0.317 0.4965 0.6005 0.725 0.801

The estimated power increases with the size of the samples, and it is
around 0.8 as soon as n = 5000.
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